
Known 
population 

variance σ2?
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yes no

One sample Z-test
H0: μ = μ0

Test statistic: 

One sample t-test
H0: μ = μ0

Test statistic: 
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σ / n
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Paired samples?

Paired t-test 
collapse to one-sample test 

for differences

H0: μd = 0
Test statistic: 
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Two-sample t-test 
H0: μX = μY

Test statistic: 
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X −Y 
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~ tn +m−2

yes no

Mann-Whitney Test
H0: FX = FY

Test statistic: 

€ 

UY − E(UY )
Var(UY )

~ N(0,1)

2 or more samples

Samples normally 
distributed with 

common (unknown) 
variance?

yes

One-way ANOVA
H0: μ1 = … = μI

Test statistic: 

€ 

SSB /(I −1)
SSW /(I(J −1))

~ FI −1,I (J −1)

Samples normally 
distributed with 

common (unknown) 
variance?

yes  no

Wilcoxon Signed 
Rank test

H0: Differences have 
symmetric distribution

Test statistic: 

€ 

W+ − E(W+)
Var(W+)

~ N(0,1)

no

Kruskal Wallis test
H0: F1 = … = FI

Test statistic: 

€ 
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yes
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Replicates within cells?yes

Two-way ANOVA
H0A: μ1.. = … = μI..
H0B: μ.1. = … = μ.J.
H0int: no interaction

Randomized Block Design
H0A: μ1 = … = μI

no

How many 
samples?

TESTING 
HYPOTHESES ABOUT 

THE MEAN

Samples normally 
distributed with 

common (unknown) 
variance?

Friedman’s Test
H0A: F1 = … = FI

.

yes no€ 

SSA /(I −1)
SSAB /(I −1)(J −1)

~ FI −1,(I −1)(J −1)

€ 

12
I(I +1)

SSA ~ χI −1
2

Parametric test

Non-Parametric 
test

Because flow-charts are fun! 




